


Productivity Engineering in the UNIXt Environment

An Empirical Investigation of Load Indices for Load Balancing
Applications

Technical Report

S. L. Graham
Principal Investigator

(415) 642-2059

"The views and conclusions contained in this document are those of the authors and
should not be interpreted as representing the oficial policies, either expressed or implied,
of the Defense Advanced Research Projects Agency or the U.S. Government."

Contract No. N00039-4-C-0069 Accesln For

August 7, 1984 - August 6, 1987 NTIS CRA&I
DTIC TAB
Unannounced £3
Justiecztio..

Arpa Order No. 4871 -

BY.-Dist: ibutlot, I

Availabii'ty. C dtes
Avail end I or

tUNIX is a trademark of AT&T Bell Laboratories i Secii

8l 10 g0 117







pwong
Text Box
preceding page was not film



pwong
Text Box
preceding page was not film



interval (CI) of the values of the performance indices over these replications.

4. DESIGN AND RESULTS OF THE EXPERDMENTS

Experimental Factors

Four factors were identified to be of interest in the study of load indices:

1) Load Index. We used as load indices the following quantities: the instantaneous
CPU queue length; exponentially averaged CPU queue length; the sum of averaged
CPU, file and paging/swapping 1/O, and memory queue lenithst; and the average
CPU utilization over a recent period. Inside the kernel, we kept variables for the
queue length of each resource type. The length of each queue was sampled every 10
as by the clock interrupt routine, and used to compute the one-second average
queue length, q,. Exponential smoothing was used to compute the average queue
length over the last T seconds:

q- - , i > 1

Q0=0

2) Averaging Interval T. For exponentially smoothed values of a resource queue
length, and for the average CPU utilization, the interval T over which the average is
computed conceivably affects the quality of the index, and hence the system's perfor-
mance.

3) Workload. There may be interactions between the load index chosen and the work-
load the system is subjected to. Using the three suites of host workloads described in
the previous section, we were able to construct several combinations of system work-
load for the six workstations in our system. The canonical workload consisted of two
heavy, two moderate, and two light scripts (2H, 2M, 2L). We also studied the indices
under a more balanced workload, with all six workstations driven by moderate
scripts (GM).

4) Exchange Interval P. The GLOBAL algorithm employs periodic updates of load
information. If P is too short, the overhead may be too high, but, if P is too long,
then job placements are based on stale information, and performance may
deteriorate, and system instability may result.

Measurement Results
We shall first study the indices and the averaging interval T by Axing the workload

at its canonical level, sad the exchange interval at 10 seconds. We will then use the more
balanced workload 6M to examine the interactions between load indices and workload.
Finally, we will study the effect of load exchange interval P on performance.

t For dmpneft, we aired 6e dik queue a singl aggrete queue for 10 operatiou For the
memory queue, we idbaled a amber of plaem iaid. se kernel wbere prom. queue up for varl-
o type of memoey reswrem (eg., bufer pace, pap table), and treated all them ae a ingle
memory queue.
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Comparing the queue-length-based indices with each other, we notice that the
exponentially smoothed indices can perform best, but, if the averaging period T is too
osng (e.g., 2 20 s), performance may even become worse. Earlier in this paper, we have

pointed out that, by averaging the queue lengths, the adverse effect of the high-frequency
"noise" in the load can be reduced. This is reflected by improved performance. However,
since the system load is changing all the time, averaging over too long a period will
emphasize too much the past loads, which have little correlation with the future ones.
The optimum averaging interval is clearly dependent upon the dynamics of the workload:
the faster the load changes, the shorter the interval should be. In a measurement study of
production workloads on a VAX-11/780 running Berkeley UNIX 4.2BSD [Zhou87b], we
found that the average aet change in CPU queue length in 30 seconds was 2.31, when the
average CPU queue length itself was 4.12. This suggests that T should be substantially
shorter than 30 seconds.

The performance difference between the cases in which indices based on CPU queue
alone are used, and those in which indices consider I/O and memory contention also, is
not significant, suggesting that the CPU is the predominant resource in our hosts. We
found that the I/O and memory queue lengths were generally much shorter than that of
CPU; that is, the former are much less contended for. It should be pointed out that our
systems support general computing in a research environment; with other types of work-
load, e.g., database-oriented one, the contention profile of the various resource types may
be substantially different. However, to achieve near-optimal performance, we do not have
to consider all the resources in the system, but rather only those with significant conten-
tion. We also studied more general forms of linear combinations of queue lengths by using
coefficients other than unity, but no significant changes in performance were observed.
This, again, is probably due to the dominating influence of the CPU queue.

The load average shown in Table 3 is an index provided by a UNIX command; it is
the exponentially smoothed number of proceses ready to run, or running, or waiting for
some high-priority event (e.g., disk I/O completion). A number of load balancen con-
structed in the past in the UNIX environment have used the load average as their load
index (e.g., [Bershad85J). This research shows that significant further improvement can be
obtained by using indices that more accurately reflect the current queueing at the
resources.

The performances produced by the indices under the more balanced workload 6M is
shown in Table 4. Since the workload is now more balanced and moderate, the amount of
improvement in response time is not as much as that under the canonical workload; how-
ever, the relative rankings of the indices are quite similar. This suggests that the above
analyses of the qualities of the indices and the appropriate values for T remain valid
under a more balanced, moderate workload. It is worth noting that, in this case, due to
the smaller improvement, using a poor load index (e.g., load average or S0 s CPU utilisa.
slon) may yield little or no performance improvement.

Finally, we study the influence of the load exchange period P. Figure 2 shows the
mean job response time as a function of P, and with the other three factor fixed. The
brackets around the data points show their 0% confidence intervals. When the exchange
period P is very short, the load information used in job placements is generally up to
date, but this positive influence is outweighed by high messge overhead. Conversely, if P
is too long, the information may got stale, the quality of job placements deteriorates, and
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Figure 2. Mean process response time under various load exchange periods P
(Canonical workload, load index 4 0 CPU+I/O+Mem ql).

criteria reasonably well: the queue length is an accurate measure of a resource's load, and
smoothing over a short interval into the past gives predictive capabilities to the value of
the index, as well as stability against the noise in the load waveform. Queue-length-based
load indices also appear to be more adaptable to a heterogeneous environment, but more
studies are needed to substantiate this conjecture.

Our results support indices compatible with the one proposed in [Ferrarifj, as they
can be seen as degenerate forms of that index. However, the comparisons performed in
this study are far from being complete. We decided to use the same load balancing algo-
rithm for all the indices, so that the qualities of the load indices may be directly compar-
able. On the other hand, the algorithm limited the varieties of load indices that could be
studied. We demonstrated, using a paticular set of workloads and in a particular com-
puting environment, that linear combinations of resource queue lengths may be good load
indices. No prod, however, is offered that they are the best.
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